Numerical model of a multiple-grating interferometer
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A numerical model of a multiple-grating interferometer is presented. The foundation of the model is an efficient algorithm that computes the propagation of a wave governed by the Helmholtz equation between two parallel planes in $O(N \log N)$ time, where $N$ is the number of transverse sample points. The algorithm provides a large improvement in computational time over $O(N^2)$ brute-force approaches and has the advantage that the computational time increases linearly with the number of planes in the interferometer. The model is applied to a three-grating atom interferometer to calculate the loss of contrast in the interference signal as a function of longitudinal grating misposition and to investigate the effects of wide beam-collimating slits.

1. INTRODUCTION

There has been much recent interest in the diffraction and interference of atomic de Broglie waves.1–9 Various atom diffraction techniques are being used to make interferometers for atoms. In this paper we present a numerical model of a general interferometer that uses thin amplitude and/or phase gratings as its diffracting elements. The model has at its foundation an efficient algorithm that calculates the propagation of a wave between two parallel planes by using convolutions. While the overall approach addresses a general optical problem, the model is developed here for application to diffraction problems of geometry commonly found in matter-wave optics: small wavelength-to-grating-period ratios with consequently small diffraction angles and large longitudinal-length-to-transverse-width ratios. We first treat the problem in a general sense and then specialize to this regime, which contains the problems that most interest us.

We developed this numerical model to determine the effects of changing certain parameters in our three-grating atom interferometer,1 for which the analytic methods of solution are cumbersome or unavailable. One set of parameters that we vary are the widths of the beam-collimating slits. This problem requires a computational model because the detector is in the near field of the diffracted image of the collimation slits but in the far field of the diffraction gratings, making analytic techniques inadequate. Another problem is to determine the loss of contrast owing to unequal distances between gratings. This problem is complicated by the fact that the spatially separate beams of the incorrectly spaced interferometer do not exactly recombine as they do in the properly spaced interferometer. We first applied our numerical model to an ideal version of our interferometer and then studied the effects of adding these imperfections; we present the results here.

The model is applicable to a wide range of interferometers and other diffraction experiments. Sources of finite size and wavelength distribution can be accommodated. Diffraction from any screen that can be treated as a thin amplitude and/or phase device can be calculated. This type of diffracting screen includes not only the obvious examples of fabricated transmission gratings and other fabricated transmission devices for light or atom waves (such as those used in Refs. 1–5 for atoms) but also, for example, standing-wave light gratings in the Kapitza–Dirac regime for atom waves.6 In addition, nonperiodic structures such as single slits and zone plates can be treated with this model.

Our numerical techniques represent an advance over those used by other investigators computing similar problems of matter-wave diffraction.10 Clauser and Reinsch recently developed techniques that may permit the analytic calculation of some of the results presented in this paper for devices with periodic structure.11 Our numerical methods are applicable to more-general diffracting screens and easily predict minute details that may not have obvious analytic manifestations. Thus the two approaches complement each other.

The paper is organized as follows. In Section 2 the physical theory of the multigrating interferometer is described in a way that lends itself to a concise computational solution. In Section 3 the conversion of the physical problem into a numerical problem, the numerical criteria required in the calculation, and the fast algorithm for completing the calculation are described. In Section 4 the model is applied to our three-grating atom interferometer and used to determine the effects of imperfections in interferometer parameters.

2. BACKGROUND THEORY

The problem is to solve the Schrödinger equation for the propagation of waves through a multiple-grating interferometer such as that shown in Fig. 1. We make two key assumptions:

(a) The problem is time independent, and consequently the source can be treated as an incoherent ensemble of monochromatic point sources.

(b) The effect of the gratings and the slits is adequately described by the Kirchhoff boundary conditions for thin absorbing screens.12

Assumption (a) is equivalent to the assumption that the wavelength distribution of the source is sufficient to de-
At the $x_1$ plane, $\phi$ can be represented as the sum of the amplitudes resulting from free-space propagation from a set of point radiators located at $x_2$; this is simply a statement of Huygens's principle. Because the point sources at $x_2$ subtend an angle of no more than the largest geometrical angle, $2\omega/L$ ($L$ is the distance between the two planes), the wave fronts at $x_1$ are parallel to the $x_1$ plane to within this angle. Equivalently, the local propagation vector of the resultant amplitude, $V_0/k$, is parallel to $n_1$ to within $2\omega/L$, or $n_1 \cdot V_0 = tk\phi$ to an accuracy of $(\omega/L)^2$.

In our interferometer $\omega/L$ never exceeds $10^{-9}$, so we commit an error of no more than $10^{-6}$ by making this approximation. [Note that, as above, we make the cos$(2\omega/L) \approx 1$ approximation only for the amplitude, not the phase.] Thus the Kirchhoff integral can be written as

$$\phi(x_2) \propto \int_{-\infty}^{\infty} \phi(x_1) \exp(\imath k[Lx_1^2 + (x_2 - x_1)^2]^{1/2}) \, dx_1,$$

where $L_{12}$ is the distance between the $x_1$ and $x_2$ planes. Relation (4) is the expression for the amplitude of the two-plane propagation problem in our chosen regime. Sequential application of the two-plane problem gives the final amplitude for the interferometer.

We now discuss an analogy between relation (4) and a result obtained for de Broglie waves in Feynman's formulation of quantum mechanics by path integrals.\(^{10}\) The relative amplitude in the Feynman picture is derived by summing the propagator over all the paths. In the two-plane problem we start with the given amplitude for a particle to arrive at the first plane, $\phi(x_1)$. Given that the propagator through free space is proportional to $\exp(\imath kR)$ (we drop the $1/R$ factor as before), we integrate over all the possible paths from the plane $x_1$ and obtain a result that is identical to relation (4). Neither the Helmholtz nor the Feynman formulation leads exactly to relation (4), but each has its advantages: the Helmholtz picture has the advantage that it more rigorously yields relation (4); the Feynman picture has the advantage that it more intuitively leads to the same result.

It is clear from the path-integral formulation that a straightforward approach to solving relation (4) is to divide each of the two planes into $N$ transverse bins and sum the contribution to the amplitude of each path from the first plane at a point on the second plane. This procedure takes $O(N^5)$ operations to specify the amplitude on the second plane at all $N$ points. In Section 3 we describe how our model reduces the number of operations.

### 3. NUMERICAL MODEL

To simulate the multiple-plane interferometer, the analytic problem must be converted into one that can be accurately and quickly computed numerically. This conversion involves establishing a discrete representation, ensuring that the finite resolution of the discrete representation is sufficient to yield a model whose numerical errors are minimal, providing an efficient algorithm to compute the discrete representation of the two-plane propagation integral, relation (4), and finally creating a numerical model of the source.

The discrete representation is realized as follows: Each interferometer plane is represented by assigning to...
it a vector of $N$ sample points containing the complex transmission amplitude of the absorbing screen at that plane. The discrete amplitude vector just after the screen is the point-by-point product of the absorbing-screen vector and the $N$ vector representing the amplitude just before the screen. The plane-to-plane propagation problem is then treated by numerically evaluating the propagation integral.

Converting to a discrete representation requires that the discrete sample-point number be large enough to avoid unacceptable numerical errors. The requirements on point density are estimated by noting that the use of discrete sample points introduces an artificial fine period grating into the problem. We wish to minimize the contribution of the diffracted orders of this artificial grating, and this requires fulfilling two criteria. The first criterion depends on the wavelength $\lambda$, the maximum transverse width $w_1$ and the length $L$ but is independent of the geometry of the absorbing screen. The criterion is that the angle corresponding to diffraction from the artificial grating must be larger than the largest geometrical angles in the problem:

$$\frac{\lambda N}{w} \gg \frac{2w}{L} \rightarrow N \gg \frac{2w^2}{\lambda L}. \quad (5)$$

In practice we always choose $N$ at least three times this limit, which is necessary for the next criterion. The second criterion depends on the absorbing screen. If $d$ is the width of the smallest hole in the screen, we can estimate the error committed in the amplitude of the wave transmitted through this hole as the angular width of the diffracted beam from the hole divided by the angular spacing between the orders of the artificial grating:

$$\text{error} = \frac{\lambda w}{d \Lambda N} = \frac{1}{\frac{d}{N}}. \quad (6)$$

Because $w/N$ is the spacing of points in the artificial grating, the error is just the inverse of the number of points in the hole. This error is the ratio of the maximum amplitude error to the maximum amplitude.

We now estimate the numerical errors for the model applied to our interferometer. The typical dimensions for our interferometer are $L = 1.0 \text{m}$, $w = 1000 \mu m$, $\lambda = 0.02 \text{nm}$, and $d = 0.1 \mu m$, so that relation (5) can be satisfied by a factor of 10 with $N = 10^6$. With this $N$ there are $\sim 100$ sample points per hole to give a relative amplitude error of 1/100. As an initial test of the accuracy of the model we doubled $N$ and noted that the results did not change in any obvious qualitative way. An additional test was provided by a comparison with previously calculated results for atomic diffraction from a single slit.\textsuperscript{18} Our results agreed qualitatively in every detail on both a large and a small scale with those of the previous research.

We note that $N = 10^6$ is an excessively large number of sample points. We arrived at such a large number because we chose to simulate a 1000-\mu m-wide grating. Our calculations were performed on a Cray-2, so that we were not under any size constraints. For many purposes it is unnecessary to use such a large width, and in such cases the required sample size will decrease.

Given that the criteria on sample-point number and density can be fulfilled, we now introduce the fast computational algorithm for calculating the propagation integral. To motivate the method of the algorithm, we write the integral in relation (4) showing only functional dependencies:

$$\phi(x_2) \propto \int_{-\infty}^{+\infty} dx_1 \phi(x_1) f(x_2 - x_1), \quad (7)$$

where $f$ represents the propagation exponential. Relation (7) is a convolution.\textsuperscript{17} This is fortunate, because convolutions can be calculated with Fourier transforms by the convolution theorem,\textsuperscript{18} which, with fast-Fourier-transform techniques, offers a great increase in computational speed over conventional methods. Therefore the fast algorithm converts the analytic problem into one that can be numerically calculated with convolutions.

Relation (7) does not convert directly into a discrete convolution: the problem is complicated by the symmetry of the functions. Relation (7) is represented discretely as

$$\Psi_j = \sum_{i=0}^{N-1} \Psi_i f_{j-i}, \quad (8)$$

or

$$\Psi_j = \sum_{i=0}^{j} \Psi_i f_{j-i} + \sum_{i=j+1}^{N-1} \Psi_i f_{j-i}, \quad (9)$$

where $\Psi'$ is the discrete amplitude vector to be calculated at the second plane, $\Psi$ is the initial amplitude vector at the first plane, $N$ is the number of sample points along a grating plane, $i$ labels the vector elements on the first plane, and $j$ labels the vector elements on the second plane. We write the second form for ease of comparison with later results, adopting the convention that summations that decrease have no elements.

The prime difficulty is that Eq. (8) is not a discrete convolution, because the symmetry of $f$ prevents it from obeying the requirement that $f$ be periodic in $N$. In the two-plane propagation problem, $f$ satisfies the symmetry relation $f_m = f_{-m}$ (from the simple fact that path lengths depend only on the difference between $i$ and $j$), but it is not periodic in $N$ since $f_m \neq f_{N-m}$. Despite this fact, the problem can be solved with discrete convolutions.

We now show how to circumvent the symmetry difficulty by embedding the vectors $\Psi'$, $\Psi$, and $f$ in a convolution of suitably defined vectors, $\Psi^{2N}$ and $f^{2N}$, which have twice as many elements as their corresponding $N$ vectors. The key is to define $f^{2N}$ as

$$f^{2N}_m = \begin{cases} f_m & m \in [0, N - 1] \\ f^{-2N}_{N-m} & m \in [N + 1, 2N - 1] \end{cases}, \quad (9)$$

so that the periodicity of $f^{2N}$ generates the proper symmetry for a 2N convolution: $f^{2N}_m = f^{2N}_{-m}$. ($f^{2N}_N$ can be assigned any value in this calculation.) We now embed $\Psi$ in a vector $\Psi^{2N}$ with twice the period by adding $N$ zero elements:

$$\Psi^{2N} = \begin{cases} \Psi_m & m \in [0, N - 1] \\ 0 & m \in [N, 2N - 1] \end{cases}. \quad (10)$$

This yields the desired result: the convolution of the $2N$ vectors contains the physical problem of Eq. (8). The con-
Fig. 2. Schematic diagram of the ideal separated-beam three-grating interferometer. In the numerical model, \( L_{01} = 1.0 \text{ m} \) and \( L_{12} = L_{23} = 0.5 \text{ m} \); the gratings have a 0.5-\( \mu \text{m} \) grating period with equal bar and space widths; the source has a Gaussian 12% \( \frac{1}{e} \) velocity distribution centered at \( \lambda = 0.02 \text{ nm} \); the detector is 25 \( \mu \text{m} \) wide; \( w = 1000 \mu \text{m} \); and the beam-collimating slits are each 20 \( \mu \text{m} \) wide (the slit and grating in the \( x_1 \) plane are coincident in \( z \)). The interferometer paths shown are those that yield a maximum interference signal and converge in front of the detector.

Combining the results of this section completes the model of the interferometer. With the numerical criteria satisfied, the \( n \)-plane interferometer calculation can be computed quickly by combining \( n - 1 \) between-plane Helmholtz propagation problems and solving each with convolutions, using the method outlined above. The procedure is repeated for each source point. Three fast Fourier transforms are used to perform the convolutions, giving a dramatic reduction in computational time. For an \( N \)-sample-point calculation of the two-plane problem, the fast algorithm computes in \( O(3 \times 2^N \times \log 2^N) \) time, whereas a brute-force calculation of the integral takes \( O(N^2) \) time, as discussed above. The fast algorithm time increases linearly with the number of planes, whereas this quantity is in the exponent for the straightforward brute-force approach. With \( N = 10^6 \), the fast algorithm for a two-plane problem takes \( \sim 4 \text{ s} \) on a Cray-2. While it is unfair to compare the running time of the fast algorithm with that of a brute-force calculation with this size \( N \) (we would not use such a wide experiment that requires such a large amount of memory), this comparison demonstrates the efficiency of the fast algorithm.

Fig. 3. Intensity distribution of the ideal three-grating interferometer at the incident side of the third grating plane, captured by an ideal-point detector. The magnified region is the area in which the experimental detection process takes place. There are sample points every 0.96 \( \mu \text{m} \).
large \( N \) if we were calculating in \( O(N^3) \) time], the savings in time is a factor of \( \sim 10^4 \).

4. APPLICATION OF MODEL

We first applied the numerical model to an idealized version of our experimental three-grating atom interferometer, shown in Fig. 2. The spatial intensity distribution on the incident side of the third grating, \( |\phi(x_3)|^2 \), is shown in Fig. 3. The dark areas of the graph are fine period fringes that are due to the interference of two spatially distinct paths; the magnified portion shows the fringes that are unresolved on the larger scale. The suppression of every fourth interferometer order seen in the graph is due to the model’s assumption of equal bar and space widths for the gratings, which therefore have no amplitude in the even orders. The calculation uses \( N = 10^6 \).

We next used the numerical model to determine the effects on the overall intensity and fringe contrast in our three-grating interferometer that resulted from changing certain parameters of the model. First the model examined the depth of field of the interferometer by changing the position of the third grating. In the ideal interferometer the three gratings are separated by equal distances, guaranteeing that the interferometer paths exactly recombine at the plane of the third grating. If the third grating is not in the correct position, the beam recombination will not be exact, and interferometer signal contrast will decline. [Contrast, or visibility, is defined in the standard way as \( (I_{\text{max}} - I_{\text{min}})/(I_{\text{max}} + I_{\text{min}}) \).] Figure 4, a plot of the interference signal contrast versus \( \alpha = 100(L_{22}/L_{11} - 1) \) (see Fig. 2), shows that contrast declines with increased misposition. For this application, a detection process mimicking that of the experimental interferometer was used. To detect the interference signal in the experimental interferometer, the spatial intensity pattern at the final plane, \( |\phi(x_3)|^2 \), is masked by the third grating in a moiré detection scheme for various transverse positions of the third grating. Because the interference signal has a period equal to the grating period, the final intensity through the third grating on the detector is a sinusoidal function of the third grating position. From this sinusoidal signal the contrast values of Fig. 4 were calculated.

The simulation was run for two types of numerical source: the first was a single monochromatic point source (to save computational time), and the second was the multichromatic extended-source described in Section 3. It is clear from Fig. 4 that the proper characterization of the source is important. From further tests it was determined that the spatial extension of the source plays a much greater role in reducing contrast in a misaligned interferometer than does the 12% multichromicity.

Next we used the numerical model to examine the effects of changing the collimation slit widths. With narrow slits the interferometer has distinctly separated paths. However, when the slit sizes are increased, the beam widths become large enough that there are no separated paths. We applied the model to the case in which the collimation slits of our interferometer were 200 \( \mu \)m for the source slit and 80 \( \mu \)m for the first grating slit and found that there were still high-contrast fringes formed, as shown in Fig. 5. With a moiré detection scheme included, the contrast is 0.18. In the wide slit mode the collimation is insufficient to separate the paths in either position or angle, and the interferometer can be well described by the techniques of Fourier imaging. In this regime discussion has been limited to certain planes because of the simplification in the analytic treatment; however, this is clearly not a necessary restriction for our numerical model.

5. CONCLUSIONS

We have developed a computationally efficient numerical model of a multiple-grating interferometer that yields high-resolution results. The results of the model proved useful in making design choices for our interferometer. For example, we were uncertain as to the required grating spacing accuracy; the results described above prove that an easily achievable accuracy of 1% is sufficient. We also were unsure of the quality of fringes for our interferometer with a multichromatic extended-source run in a mode lacking separated beams. The model demonstrated that...
we may run wide, unseparated beams and still expect good contrast. In addition, we used this model to predict the performance of a cylindrical zone-plate lens that we recently fabricated and tested.

Because our model treats a general optical problem, it is applicable to many other interference experiments. Double-slit experiments, single-grating diffraction, and focusing with zone plates are a few of the many experiments to which our model may be applied. If the waves obey the Helmholtz equation, the planes are parallel, and the diffracting elements can be treated as simple transmission or phase screens, the model is accurate. We have presented the model in a regime that allows for convenient simplifying approximations to the theory of the multiple-grating interferometer. We have shown that these approximations are well justified in our atom interferometer and that they lead to a computationally useful form for the propagation integral. The model could be extended to include regimes in which the derivative cannot be neglected. The resulting, more complex calculation would require twice as many operations plus a derivative at each plane.

For separated-beam interferometers and many other devices, dimensions are such that the analytic approximations that we employ to simplify the problem will often be met, making the model a quick and a useful tool.
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